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Abstract: This paper examines the impact of confirmatory bias as it modifies the way in which information is disseminated within a small world network. A small world network is used as it has many of the characteristics found in social networks. Agents receive a private signal on the state of the world which is then adjusted following discussions with neighbours in a manner consistent with the social learning literature. It is found that the presence of confirmatory bias decreases the speed at which agents learn of changes in the state of the world and increases the level of memory in the system. When individuals suffer extreme levels of the bias, information cascades can emerge leading to long-term misalignment between the majority view of agents and the true state of the world.
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1. Introduction

People want to believe that they are smart, that they have made the right decision or that their beliefs reflect reality. When new information contradicts previously held beliefs, it triggers a tendency to feel psychologically uncomfortable. This phenomena, known as cognitive dissonance, was first proposed by Festinger (1957). Confirmatory bias, where new information is misinterpreted as supporting current beliefs, is one psychological bias which minimises this discomfort.

There is emerging evidence that conformity bias can impact economic behaviour in a predictable manner. In financial markets analysis, past forecast errors influence the current forecast (Friesen and Weller 2006). Prast and de Vor (2005) suggest that information filtering by investors may explain divergence between the euro and US dollar exchange rates despite a convergence in the growth rates of the two regions. Park et al. (2010) found that investors exhibit confirmatory bias when processing the information on the largest message board operator in South Korea. Outside of financial markets, Andrews et al. (2012) found that expert football pollsters significantly upgrade their beliefs about a team’s quality when that team only slightly exceeds market expectations. It is also found that association with political parties, or voting for a political candidate, leads an individual to more favourably interpret the political actions of that party/candidate (see for example, Kosnik 2005; Mullainathan and Washington 2009).
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This paper seeks to understand the impact of conformity bias on aggregate public opinion dynamics in a situation where agents share information within a social network to form their expectations on economic or social variables. When cognitive dissonance is incorporated into the model, agents experience the pain of regret when they receive information from neighbours that is inconsistent with their current opinion (or expectation). Individuals reduce cognitive dissonance by falling prey to confirmatory bias whereby there is a positive probability that new information, when inconsistent with the agent’s current opinion, is misinterpreted as supporting that opinion. As long as individuals do not suffer extreme levels of confirmatory bias, it is found that its effect on the evolution of agents’ aggregate public opinion is subtle. It induces a lag in the response time of the average agent’s opinion to changes in the external environment as well as induces an increase in memory of the aggregate opinion of agents (i.e., the past now matters). It also appears to reduce short term volatility in the mean level of agent opinions. In cases where agents suffer extreme levels of conformity bias, information cascades arise resulting in long term misalignment of the aggregate opinion of agents from the true state of their external environment.

2. Literature Review

The existence of cognitive dissonance has been used to demonstrate market failure requiring government intervention (see for example the seminal paper by Akerlof and Dickens 1982) as well as giving rise to government failure (Brady et al. 1995). Cognitive dissonance has been incorporated into economics models, for example the labour market (Dickinson and Oxoby 2011; Goldsmith et al. 2004; Mullainathan and Washington 2009; Smith 2009), class (Oxoby 2003: 2004), and fairness and moral behaviour (Konow 2000; Matthey and Regner 2011; Rabin 1994).

One paper of particular relevance is that of Orlean (1995) which extends the social learning framework of Bikhchandani et al. (1992) to examine how interacting agents deal with environmental uncertainty.¹ Agents have an information set comprising of a private signal obtained in round one, an aggregate group opinion in the subsequent round, and their last opinion. Incorporating the last opinion in their information set introduces a form of cognitive dissonance so that their opinion provides an anchor when developing future beliefs. If agents believe that the majority of agents are imitators, then it is shown that agents act independently. When it is believed that the majority of agents are informed, then the dynamics of group opinion depends on the strength of belief in their own signal. If belief is strong, then a similar outcome to the independent case is obtained. If the collective belief in their own signal is weak, agents’ views become polarised.

There are a number of approaches to modelling confirmatory bias within a theoretical framework. The first focuses on selective exposure. In this case, agents block out all new information which is inconsistent with current beliefs up to a threshold at which point, retaining initial beliefs becomes too costly to maintain and is consequently revised (see

¹ The model of Bikhchandani et al. (1992), as well as the majority of papers on information cascades that followed such as Orlean (1995), and this paper, are binary choice models. See De Vany and Lee (2001) for an extension of the binary choice model to a multiple choice framework.
Gilad et al. 1987). In a similar vein Gottlieb (2010) models confirmatory bias as selective awareness. A second approach posits that agents may misinterpret new information that conflicts with their current belief. For example, in Rabin and Schrag (1999), agents may misinterpret signals that conflict with their current belief with a probability $q$. Agents then process information in a Bayesian manner believing their misinterpreted signal to be unbiased. In Yariv (2002), confirmatory bias is modelled as agents selectively modifying new information to match previously held beliefs in order to maximise utility (utility is dependent, amongst other elements, on the difference between an agent’s belief in the current and previous periods). Another approach is to model agents placing more (less) weight on information that confirms (is inconsistent) with current preferences (Ch’ng and Zaharim 2010; Pouget and Villeneuve 2009).

Recently, agent based models have been used to analyse the impact of confirmatory bias on financial market efficiency (Righi et al. 2012) and societal opinion dynamics (Ch’ng and Zaharim 2010). Righi et al. (2012) consider the impact of confirmatory bias in a single traded asset market in which agents share information about prices through social interaction but disregard new information that differs significantly from their own. The authors find that prices deviate from the asset’s fundamental value in the long run thereby increasing informational inefficiency. Ch’ng and Zaharim (2010) model the spread of opinions of a product in a social network. Confirmatory bias is modelled as an agent placing more (less) weight on information that confirms (is inconsistent) with current preferences. Confirmatory bias also has a bias ‘up/down’ effect on agents’ information preferences when relaying it to other agents depending on whether their utility is greater than, or less than, their expectation of the product. Ch’ng and Zaharim (2010) found that agents confirmatory bias leads to convergence of opinions. Finally, as agents bias up/down their preferences when sharing information, the spread of positive (negative) information is faster for a good (bad) product.

The remainder of this paper is structured as follows. Section 3 of this paper reviews the work of Rabin and Schrag (1999) in greater detail while Section 4 sets out the model and Section 5 the general results. Section 6 expands the basic model so that the strength of the confirmatory bias increases, the longer an individual holds the same view on the external environment. The final section summarises the paper and draws some conclusions.

3. Confirmatory Bias and its Effect on Bayesian Learning

Individuals strongly reacting to a condition of cognitive dissonance will typically have posterior distributions that are solely dependent on the information currently available to them. Rabin and Schrag (1999) explore the consequences of departing from Bayesian learning where agents having received new information inconsistent with current beliefs,

---

2 When agents are subject to confirmatory bias, they tend to discard or modify new information that substantially differs from their priors. As noted by Righi et al. (2012), this compares to adaptive expectations where agents give more importance to the past (e.g. prices or inflation) than a rational agent. Aldashev et al. (2011) found that in financial markets, the presence of the two biases (adaptive expectations and confirmatory bias) can in certain circumstances, mitigate each other’s effects.
are reluctant to shift away from these beliefs. In their model, there are two states of the world \(x \in \{A, B\}\). An agent initially believes that each state is equally likely \(P(x = A) = P(x = B) = 0.5\). In each round the agent receives a signal \(s \in \{a, b\}\) that is correlated with the true state of the world according to \(P(s_i = a|x = A) = P(s_i = b|x = B) = \theta > 0.5\).

It is assumed that agents may misinterpret signals that conflict with their current belief about the true SoW. Let \(\sigma \in \{\alpha, \beta\}\) be the signal perceived by the agent. Therefore, if the agent’s current belief is that \(x = \alpha\), and they receive a signal \(s_i = b\) then they may, with probability \(q\), misinterpret the signal as \(\alpha\) in which case \(\sigma_i = \alpha\). In perceiving the signal to be \(\alpha\), the agent believes to have received a signal \(a\) and processes this information in a Bayesian manner as if the signal received was unbiased. When the signal confirms the initial belief, then there is no confirmatory bias. As noted by Rabin and Schrag (1999: 49) “...the presence of confirmatory bias means that the agents’ perceived signals are neither independent nor identically distributed.”

Given the above assumptions, it is now possible to model the departure from Bayesian learning as a result of the confirmation bias. Consider an agent that has received a set of signals \(s^{t-1} = (s_1, ..., s_{t-1})\), with the corresponding sequence of perceived signals \(\sigma^{t-1} = (\sigma_1, ..., \sigma_{t-1})\), and the belief based on \(P(x = A|\sigma^{t-1}) > 0.5\). Let \(\theta\) be the probability that the agent receives a signal confirming their belief in the SoW when in fact belief is wrong. Let \(\bar{\theta}\) be the probability that the agent receives a signal confirming their belief in the SoW when that belief is true. Then:

\[
\begin{align*}
\hat{\theta} &= P(\sigma_i = \alpha|P(x = A|\sigma^{t-1}) > 0.5, x = B) = P(\sigma_i = \beta|P(x = B|\sigma^{t-1}) > 0.5, x = A) \quad (1a) \\
\bar{\theta} &= P(\sigma_i = \alpha|P(x = A|\sigma^{t-1}) > 0.5, x = A) = P(\sigma_i = \beta|P(x = B|\sigma^{t-1}) > 0.5, x = B) \quad (1b)
\end{align*}
\]

As there is a probability \(q\) that agents will misinterpret a signal that conflicts with current beliefs, there are now two paths in which the perceived signal corresponds to the SoW - where the signal confirms the belief and when the signal does not confirm the belief but is misread. Therefore:

\[
\begin{align*}
\hat{\theta} &= (1 - \theta) + \theta \cdot q \quad (2a) \\
\bar{\theta} &= \theta + (1 - \theta) \cdot q \quad (2b)
\end{align*}
\]

If \(q = 0\), the agent is unbiased and follows Bayes law. In the other extreme, if \(q = 1\), then the agent’s first signal completely determines his belief for the remainder of the game. A number of propositions are established. It is found that for high \(\theta\) and \(q\) (close to one), agents are likely to be correct in their assessment of the SoW and they will likely be over confident in this belief. However, in the instance where the agent initially believes in the incorrect SoW and recently changed that belief to the correct SoW, they will be under confident. Where \(\theta\) is close to 0.5 (i.e. the signal is very weak) or \(q\) is close to one then there is high probability that the agent may incorrectly perceive the SoW even after an infinite number of signals are received.
4. The Model

There are \( i, j \in I = \{1, \ldots, N\} \) agents which form a network of inter-connected agents whereby each agent is directly connected with only a subset of all other agents. Each direct connection is represented by a symmetric edge and information can only flow from one agent to another along these edges.\(^3\) However, because there are no isolated agents in the network, information can flow from one agent to all other agents indirectly via third party connections. In this way the social network determines the information flow within the system. At the beginning of each round \( t \in \{1, 2, \ldots, T\} \), each agent receives a private binary signal \( x \in X = \{0, 1\} \) correlated with the SoW \( v \in V = \{0, 1\} \) according to \( P(x_{i,1} = 0|v = 0) = P(x_{i,1} = 1|v = 1) = q > 0.5 \). Each agent \( i \) then undertakes a process to establish a view on the SoW.

This process involves considering the private signal they receive as well as the most recent view taken by each of the agents with which they have a connection. Agent \( i \)'s signal is then adjusted in light of the interactions with connected agents and this becomes their view for round \( t \). Let \( n' \subseteq I \) be the set of agents connected to \( i \) and \( X^i_{n'} \) be the set of opinions of those agents plus the private signal of \( i \). The belief of each agent, being the prior probability of \( V_i \), is now updated each round by forming the posterior of \( V \) given the knowledge gained through the agent's signal and conversation to connected agents according to:

\[
P_{i,t}(v|X^i_{n'}) = \frac{P(X^i_{n'}|v)}{P(X^i_{n'})} P(V_t)
\]

(3)

In this paper the social network is modelled as a modified ring lattice graph. Agents are located at nodes placed along the circumference of a circle and are initially connected to agents on either side.\(^4\) The most simple ring lattice graph has two nearest neighbours, that is, each agent is connected to two others, these being the closest agent on either side. This ring lattice graph is then modified by increasing the level of randomness of the structure. Each edge is selected in turn and, with a probability \( p \), the edge is removed and replaced with another symmetric edge with a randomly selected agent; The higher the value of \( p \), the greater the degree of randomness in the network. When \( p \) is set to one, the network is defined as ‘random’.

Consider the case where the edges coupled to agent \( i \) have not be modified so that

\[X^i_{n,t} = (x_{i-1,t}, x_{i,t}, x_{i+1,t})\],

where \( x_{i,t} \) represents the expectation formed by \( i-1 \) at time \( t \), \( x_{i,t} \) represents the private signal received by \( i \) at time \( t \) and \( x_{i+1,t} \) represents the expectation formed by \( i+1 \) at time \( t-1 \). If agents \( i+1 \) and \( i-1 \) form an expectation that \( v = 0 \) and \( i \) receives a signal \( x_{i,t} = 1 \), then

\[
P(v = 0|x_{i,t} = 0; x_{i,t+1} = 0) = \frac{P(X^i_{n,t}|v)}{P(X^i_{n,t})} P(V_t)
\]

(4)

\[= \frac{P(x_i = 1|v = 1) P(v = 1|x_{i-1} = 0; x_{i,t} = 0)}{P(x_i = 1|v = 1) P(v = 1|x_{i-1} = 0; x_{i,t} = 0) + P(x_i = 1|v = 0) P(v = 0|x_{i-1} = 0; x_{i,t} = 0)}
\]

\(^3\) As the edge is symmetric, information can be transferred in either direction.

\(^4\) See Watts (1999) for further information on small world networks.
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If agent $i$ processes this information in a rational manner, the agent will not follow
their signal and form the view that $v = 0$.

Now consider what happens if agent $i$ suffers from confirmatory bias. If an agent’s
private signal, or the public view of its neighbours, contradicts their current public view,
there is a probability $\omega$ that it is misinterpreted. To simplify the analysis, the focus is
only on the effect of confirmatory bias related to the processing of the agent’s private
signal and assume that the agent’s previous public view is incorrect. As demonstrated by
Rabin and Schrag (1999), there are two paths in which agent $i$’s private signal will
 correspond to the incorrect SoW. There is a probability $(1-q)$ that they receive an incorrect
signal or a probability $q$ that a correct signal is received and that they misread this
signal. More formally, let $\bar{x}_i$ be the perceived signal. The relevant probability becomes$^5$:

$$P(\bar{x}_{i,t} \mid x_{i,t-1} = 1; v = 0) =$$

$$P(\bar{x}_{i,t} = 1 \mid x_{i,t-1} = 1; v = 0) + P(x_{i,t} = 0 \mid x_{i,t-1} = 1; v = 0) \quad \omega = (1-q) + q \cdot \omega > q$$

Further it can be shown that:

$$P(\bar{x}_{i,t} = 0 \mid x_{i,t-1} = 0; v = 0) =$$

$$P(x_{i,t} = 0 \mid x_{i,t-1} = 0; v = 0) + P(x_{i,t} = 1 \mid x_{i,t-1} = 0; v = 0) \quad \omega = q \cdot (1-\omega) \quad \omega > q$$

$$P(\bar{x}_{i,t} = 0 \mid x_{i,t-1} = 1; v = 0) = P(x_{i,t} = 0 \mid x_{i,t-1} = 1; v = 0) \quad (1 - \omega) = q \cdot (1-\omega) < q$$

Whether this impacts on the final decision of the agent depends on the view of its
neighbours (and whether the views of neighbours are misinterpreted). In the absence of
confirmatory bias, $\omega$ equals zero. Agent $i$ will, therefore, always ignore their private
signal and the problem reduces to that examined in Bowden and McDonald (2008).
When $\omega$ equals one, the agent will always misinterpret both their own private signal
as well as the public view of all agents to which agent $i$ is connected. Consequently, the
public view formed in the first round will determine their view for all subsequent rounds.
More generally, if all agents suffer from confirmatory bias, then the probability of shifting
away from current views falls, inducing a form of memory in the process of expectation
formation as described by Equation 2.1. The stronger the bias, the higher is $\omega$ and the
more likely agents will, in aggregate, retain the current public view.

There is a view in the literature that confirmatory bias is most prevalent when
information received is ambiguous and open to interpretation. No attempt is made to
capture this fact. However, according to Equation 5, it can be shown that overwhelming
evidence will prevail. This produces a somewhat similar effect to linking $\omega$ to the degree
of ambiguity of the information. It is also assumed that experts do not suffer from
confirmatory bias and always follow their own private signal.$^6$

---

$^5$ Equation 5 holds only if $q < \sqrt{2 - \omega}$. As $q < 0.5$ and $0 \leq \omega \leq 1$, this condition holds.

$^6$ If experts are also subject to confirmatory bias, then they would be slower to update their belief (as is
the case for social learners). However, when social learners are impacted by confirmatory bias, this
modifies the way in which information flows within the network which is the focus of this study. When
experts fall prey to confirmatory bias, this will not alter the way in which information flows (as they do
not engage in social learning) but rather slow the speed at which new information enters the network.
As a result this paper does not analyse the case where experts suffer from confirmatory bias.
5. Results
Bowden and McDonald (2008) showed that when all agents engage in social learning, according to Equations 1 and 2, then learning ceases and an information cascade results. Initially, all agents learn the true SoW however, while any subsequent change may change the private signal received by the agent, it will be outweighed by the public view of connected agents. This is because agents do not share their private signal with others only their public view. If one agent in the network (referred to as an expert agent) does not engage in social learning (i.e. they always follow their own signal) then the information cascade breaks and all agents will learn the SoW, as well as any subsequent changes to it. Adding expert agents increases the speed at which agents learn but at the expense of increased volatility. This is the case when agents process information using Bayesian updating.

When agents suffer from confirmatory bias, a path-dependant dimension is added as past beliefs matter. Figure 1 compares the evolution of agent expectations when $\omega$ is set at 0 and 30 per cent. For the purpose of the simulation when $t < 300$, $V$ is set exogenously to 0. As can be seen, agents herd around $x = 0$. At $t = 301$, $V$ is changed to 1. Agents switch their belief of $V$ to 1 (i.e. all but a few agents hold that $x = 1$ at any point in time). There is a minority of agents that believe that the $V = 0$ which arises when experts falsely believe that the SoW has changed and they then convince a minority of other agents through information contagion. At $t = 601$, $V$ is again changed and the same result occurs. When $\omega = 0$ per cent, then the speed at which agents learn of the change in the SoW is quick; however, when $\omega$ is increased to 30 per cent, the speed at which agents learn is significantly reduced.

In addition to the reduced speed of learning, the introduction of confirmatory bias appears to change the underlying process governing changes in the average view of agents. To establish whether this is the case, time series methods are used to determine

![Figure 1. Changing $\omega$ (5% of agents are experts)](image)

---

7 This is consistent with the word-of-mouth literature where in communicating a view, hard evidence is not always provided. See for example Banerjee and Fudenberg (2004).
Table 1. A measure of path dependency

<table>
<thead>
<tr>
<th></th>
<th>$\omega = 0%$</th>
<th>$\omega = 10%$</th>
<th>$\omega = 30%$</th>
<th>$\omega = 50%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of ARMA(1,1) models</td>
<td>31%</td>
<td>63%</td>
<td>84%</td>
<td>91%</td>
</tr>
<tr>
<td>Percentage of models with ARCH/GARCH errors</td>
<td>19%</td>
<td>3%</td>
<td>0%</td>
<td>6%</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.033</td>
<td>0.02</td>
<td>0.013</td>
<td>0.008</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.392</td>
<td>0.610</td>
<td>0.741</td>
<td>0.824</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>NA</td>
<td>-0.196</td>
<td>-0.252</td>
<td>-0.321</td>
</tr>
</tbody>
</table>

Note: The parameters were calculated as the average of 32 simulations of the data using EVIEWS. For $\omega = 0\%$, the remaining 69% of the simulations were estimated to be an AR(1) process. The parameter values of the sets of data not conforming with the preferred model (an AR(1) process for $\omega = 0$ and an ARMA(1,1) for the remaining levels of $\omega$) were excluded. Each of the simulations contained 1500 data points with the first 500 data points excluded from the econometric analysis. All parameters were significant to the 5% level. 5% of agents in the social network are experts.

if the error terms are dependent and, if so, the nature of this relationship. The results are presented in Table 1.

When $\omega = 0$, information flow within the network follows an AR(1) process where the average view of agents in $t$ is dependent on the level in $t-1$ plus an error term. Increasing the value of $\omega$ to 10 per cent changes this to an ARMA(1,1) process which has the standard form $y_t = \alpha + \beta_1 y_{t-1} + \epsilon_t + \beta_2 \epsilon_{t-1}$ (where $\epsilon_t$ represents white noise). It can be seen from Table 1 that as the value of confirmatory bias increases, the average view of agents becomes more dependent on past values. At the same time, the dependency on the MA(1) term $\beta_2$ is also increasing but the relationship is negative resulting in positive error terms in one period leading to a lower mean value of $y_t$ in the following period. It is therefore apparent that volatility is mean reverting.

As a final note, when $\omega = 0$ per cent, it is found that 20 per cent of the simulations contained ARCH or GARCH errors. However, when confirmatory bias is introduced only 3 simulations out of 96 conducted contained these errors. This may introduce complications in the analysis of time series data when it is generated by a decision making process influenced by confirmatory bias and the level of confirmatory bias is not constant over time. Consider data on financial prices. If buy and sell decisions are based on the view of the agent, depending on how the buying and selling impact on prices, these prices could experience periods where ARCH or GARCH errors are present, and other periods where they are not.

As a result of confirmatory bias, and the associated path dependency, agents are much slower to change their beliefs following the change in the SoW as it reduces the speed at which agents learn. It is found that the decrease in speed at which agents learn is dependent on the number of experts in the social network. In order to examine this relationship, the response time of agents to changes in the SoW is measured (using Monte Carlo methods) as the number of experts and $\omega$ is varied. The response time of agents is defined as the length of time from a change in the SoW to when the mean level of agent expectations reaches the average level of expectations if there had been no change in the SoW. The results are presented in Figure 2.
Two relationships emerge. The first is that the response time increases as \( \omega \) increases. The second is that increasing the number of experts in the social network significantly decreases this effect. There are two reasons for this. As noted earlier, experts follow their own signal and do not engage in social learning. Therefore they are not affected by confirmatory bias. Second, when agents suffer from confirmatory bias, they in turn bias the information set of their neighbours. Increasing the number of experts reduces this effect.

The presence of confirmatory bias is often cited as an underlying cause of excess volatility. To examine if this is the case, the volatility in the mean level of agent expectations is measured as the level of \( \omega \) and the number of expert agents (as a percentage of all agents) is increased.\(^8\) Volatility is defined as the distribution (\( \sigma = 1 \)) around the mean number of agents correctly guessing the SoW (holding the SoW constant for the period of the experiment).\(^9\) The results are presented in Figure 3.

The volatility in expectations increases as the number of experts increase. However, volatility remains stable, and possibly decreases as \( \omega \) increases. This is a rather surprising

---

\(^{8}\) Consistent with the work of Bowden and McDonald (2008), volatility is measured as the distribution (\( \sigma = 1 \)) around the mean number of agents correctly guessing the SoW.

\(^{9}\) It is considered reasonable to define volatility in this way for the purpose of comparing different levels of \( \omega \) as the distribution does not appear to be skewed. Further, the distribution does not suffer from the presence of ARCH or GARCH errors for positive levels of \( \alpha \).
result and could well be a product of the mean reverting process associated with the negative $\beta_i$ value of the ARMA process as outlined in Table 1.

6. Strength of Attachment

Confirmatory bias can be thought of as the strength of attachment an agent has to a public view. In Section 5, the strength of confirmatory bias is exogenously set. This allows a more structured approach to analysing the effect of the bias on volatility, lag length and memory of expectations. However, in treating $\omega$ as an exogenous variable, it is not dependent on the strength of attachment the agent has to public view. The strength of attachment could depend on the strength of the agent's belief on which state is more likely such as surmised by Rabin and Schrag (1999).\footnote{Rabin and Schrag (1999) do not examine the implications of such an assumption, instead they set the strength of confirmatory bias as exogenous.} Alternatively the strength of attachment could depend on the length of time that the agent has held a particular view. The first approach is most relevant when the external environment, represented as the SoW, does not change over time, as in Orlean (1995).

Let the agents information set containing historical and new data be represented by $h_{t-i}$ and $X_t$ respectively. Agents will calculate the probabilities associated with each...
plausible SoW \( V \) according to \( P(Y|X_t, h_{t+1}) \) where \( X_t \) or any element of \( h_{t+1} \) may have been misinterpreted. If \( X_{t+1} \) is inconsistent with \( P(Y|X_t, h_{t+1}) > 0.5 \) for a given value of \( V \), then there is a chance, based on the value of \( P_t \) that it will be misinterpreted thereby re-enforcing the agents current belief and raising the value of \( P_t \) rather than reducing it (which would have been the case had \( X_t \) not been misinterpreted). If \( t \) is large and the information set overwhelmingly indicates a given value of \( V \), then the presence of confirmation bias is likely to have little effect on the outcome. However, if \( t \) is small, then confirmatory bias is likely to distort the outcome away from that of the rational agent. Because of the hysteresis properties associated with confirmatory bias, misinterpreting signals could have a lasting, and possibly permanent effect on the agent’s beliefs including a complete misalignment of the beliefs with reality.

Now consider what would happen in a world where the environment changes. The value of the set of historical information \( h_{t+1} \) would decrease relative to new information. Unless \( h_{t+1} \) can provide some help in identifying structural changes in the environment, then \( X_t \) becomes the best indicator of recent change. If the agents are concerned with identifying structural change, as they are in this paper, then \( X_t \) becomes the only indicator of change. Given the strong weight placed on \( X_t \) the existence of confirmatory bias can have a very strong effect on the outcome compared to the rational agents irrespective of the time period.

Consider now the alternative whereby the strength of attachment is a function of the time that the agent has held that particular public view. This is the approach adopted in this paper. The exact nature of this relationship could follow a number of functional forms. In this paper, it is modelled as according to the sum of a geometric progression:

\[
\omega = f(\Omega, \alpha, \delta) = \begin{cases} 
\alpha \sum_{i=1}^{\alpha} \delta^{i-1}, & 1 \leq \Omega < T \\
0, & \Omega = 0
\end{cases}
\]

For; \( 0 \leq \alpha \leq 1; 0 \leq \delta \leq 1 \).

\( \Omega \) represents the number of previous periods for which the agent’s current public view on the SoW has remained unchanged. Once an agent changes the public view, \( \Omega \) reverts to zero; if the view of the agent remains unchanged for the following round it increases to one. \( \Omega \) continues to increase by one for each round that the view remains

---

11 Consider the case where new information contradicts the current beliefs of the agent. If the set of information that forms the past history is large relative to the set of new information, and new and historic information are weighted equally, then the rational agent’s beliefs will adjust to new information but the adjustment will be slight. If on the other hand, the set of information that forms the past history is of the same order of magnitude as new information then the adjustment will be more significant.

12 In the absence of specific evidence of this relationship, the choice of function form is somewhat arbitrary (recognising that the sequence must converge to a limit as \( \Omega \) increases). Possible alternatives to equation 8 could be \( \alpha \cdot \log(\Omega) / \Omega^2 \) or a hyperbolic function of the form \( \tanh(\Omega) \). Each of these functions will alter the speed of convergence; however, a similar result can easily be obtained by varying \( \delta \) in equation 8.
unchanged. $\alpha$ is the initial strength of confirmatory bias when $t = 1$ and as a result must be between 0 and 1 (i.e., it represents the probability that a signal, inconsistent with current belief, is misread in the round $t = 1$). Finally, $\delta$ is the rate at which agents discount the strength of previous views.\(^{13}\)

The assumption "that the strength of attachment is a function of time" has the disadvantage that it reduces the probability that agents form strong attachments to their view in the early periods.\(^{14}\) However, in a model where past histories do not form part of the agent's set of information, this assumption should have less impact on the results. On the other hand, basing the strength of attachment on time rather than directly on the value of $P_i(t | X_i, h_{i-1})$ does have the advantage that agents can form a strong attachment to a view even if the evidence suggests the outcome is inconclusive (i.e., $P_i$ is approximately 50 per cent).\(^{15}\)

Situations where the strength of confirmatory bias increases the longer that an agent holds a certain view or belief may arise in financial markets. For example, consider an investor who has experienced a long and deep correction. When the correction finally does end, the investor may become reluctant to believe it. Another example might be businesses operating at the end of a long period of growth in the economy. Management within the firm may view any downturn initially as a minor correction or even as a statistical error or anomaly. Only once when the economy moves well into recession does management begin to change their views. Having endogenised the level of confirmatory bias, the path dependency and speed at which agents learn is analysed and compared to the exogenous case. Table 2 outlines the statistical process when $\alpha = 30\%$, $\delta = 0.25$ and $\alpha = 30\%$, $\delta = 0.5$.

Comparing the results of Table 1 with Table 2, it appears that $\alpha = 30\%$, $\delta = 0.25$ produces a similar result to $\alpha = 30\%$. Further, it is found that $\alpha = 30\%$, $\delta = 0.5$ and $\alpha = 50\%$ produces similar preferred model specifications. Therefore, endogenising the level of confirmatory bias provides little additional insight into the changes in the underlying process than what has already been outlined in Section 5.

The speed at which agents learn of changes to the SoW is illustrated in Figure 4. Eight cases are compared. In the first four cases $\alpha$ is set at 10\% while the number of experts increases from 2\% to 20\%. In the second four cases, $\alpha$ is set at 30\%.

For $\alpha$ equal to 10 per cent, increasing $\delta$ has little effect on the length of time for agents to learn of changes in the external environment. However, when $\alpha$ is increased to

---

\(^{13}\) To understand the mechanics associated with the discounting mechanism, consider an agent that has held the same public view for two periods. If they continue to hold that same view for an additional period (three rounds in total), then the increase in strength of conviction in their public view is greater than the situation when an agent has held the same view for three periods and continues to hold this view for a fourth consecutive period.

\(^{14}\) That is, unless the agent in question has a strong susceptibility to confirmation bias.

\(^{15}\) To the best of my knowledge, psychology literature has not directly addressed the issue of strength of association of individuals to a view, belief or decision as it relates to either the length of time they have held that view, or the probability they associate to their belief being correct. In practice, it may be difficult to determine if the strength of attachment is a result of the confidence an individual has in his/her belief, or the length of time the belief has been held, as in many circumstances they are likely to have the same effect.
Table 2. A measure of path dependency with \( \omega \) endogenous and \( \alpha = 30\% \)

<table>
<thead>
<tr>
<th>( \delta = 0.25 )</th>
<th>( \delta = 0.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of ARMA(1,1) models</td>
<td>84%</td>
</tr>
<tr>
<td>Percentage of models with ARCH/GARCH errors</td>
<td>3%</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.011</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>0.753</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>-0.295</td>
</tr>
</tbody>
</table>

Note: The parameters were calculated as the average of 32 simulations of the data using EViews. The parameter values of the sets of data not confirming with the preferred model were excluded. Each of the simulations contained 1500 data points with the first 500 data points excluded from the econometric analysis. All parameters were significant to the 5% level. For \( \delta = 0.75 \), 24 runs of 32 were found to be noise. 5% of agents were experts.

Figure 4. Response time to changes in the State of the World with \( \omega \) endogenous.

30 per cent, levels of \( \delta \) above 0.25 now impact on the speed of learning. A comparison of Tables 1 and 2, and Figures 2 and 4 show that when \( \alpha \) is set to 30 per cent, changing \( \delta \) has the same effect as changing \( \omega \). However, for lower levels of \( \alpha \), this is not the case and changing \( \delta \) does not modify the way in which information spreads through the network. For a higher level of \( \delta \) (such as \( \alpha = 30 \text{ per cent} \) and \( \delta = 70 \text{ per cent} \)), it is found that cascades emerge. When \( \alpha = 30 \text{ per cent} \) and \( \delta = 70 \text{ per cent} \), then \( \alpha \) (i.e. \( \omega \)) equals 1. At this level of confirmatory bias, agents always ignore any new signal that is inconsistent with current beliefs and agents enter into an information cascade. However, even for levels of
the bias marginally below the level of $\alpha = 30$ per cent, and $\delta = 70$ per cent, cascades failed to emerge.$^{16}$

Cascades only emerge if the strength of the confirmatory bias is endogenously set and is very strong. This provides an additional avenue to the formation of information cascades to that found in Bowden and McDonald (2008) whereby certain network structures lead to the formation of information cascades.

6. Conclusion

This paper seeks to understand the impact of confirmatory bias as it modifies the way in which information is disseminated within a small world network. At the beginning of each round, all agents receive an imperfect signal on the state of their external environment. They then seek the views of their connected neighbours and adjust their signal following these discussions to form a public opinion. If agents receive a signal, or if an agent’s neighbours have a public view that contradicts their own public view, the agent experiences cognitive dissonance. Individuals reduce cognitive dissonance by failing prey to confirmatory bias whereby there is a positive probability that new information, which is inconsistent with the agent’s current public view, is misinterpreted as supporting the public view. Agents then update their view based on this possibly erroneous information using Bayes’ Rule.

Confirmatory bias has two important and related effects - it decreases the speed at which agents learn of changes in their external environment and modifies the underlying process generated by the exchange of information between agents. In the absence of confirmatory bias, the mean level of expectations follow an $AR(1)$ process. As the level of confirmatory bias is increased, the underlying process changes to an $ARMA(1,1)$ with the $AR(1)$ term becoming more positive but the $MA(1)$ term becoming more negative. While the speed at which the system approaches equilibrium decreases, the system always settles into its equilibrium in finite time.

A second finding of the paper is that volatility remains stable (or, if anything, decreases slightly) as the level of confirmation bias increases. Finally, it is found that when confirmatory bias is exogenously set, then information always flows within the social network. However, when the confirmatory bias is endogenous (where the strength of the bias is dependent on the length of time the agent has held the same public view) then under certain conditions, information cascades can emerge.
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$^{16}$ 100 runs of the model for 900 rounds (similar to Figure 1) were conducted for the parameter values $\alpha = 30\% / \delta = 65\%$ and $\alpha = 30\% / \delta = 70\%$. None of the runs for $\delta = 65\%$ resulted in an information cascade while all of the runs for $\delta = 70\%$ did.


